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C.0 INTRODUCTION

C0.1. PROCUREMENT OBJECTIVE


The Computer-Aided Design (CAD) and Computer-Aided Engineering (CAE) systems to be procured under this contract will be used by Navy facilities engineering and management personnel to increase facilities management productivity, reduce costs through life cycle facilities management, and reduce errors through improved information management.


C0.2. RELATIONSHIP TO THE NAVY CAD2 PROJECT
a. The Naval Sea Systems Command (NAVSEA), the Naval Air Systems Command (NAVAIR), the Naval Facilities Engineering Command (NAVFAC), the Naval Supply Systems Command (NAVSUP), and the Space and Naval Warfare Systems Command (SPAWAR) have jointly developed the Navy Computer-aided Design Second Acquisition (CAD2) to acquire CAD and CAE software. A specification for hardware (communications, workstation, server, and peripheral) and software (operating system, relational data base, graphics data base, geometric modeling, and drafting) was developed by representatives of each of the five systems commands (SYSCOMS) listed above. This specification was developed to provide user friendly, easy to use, state-of-the-art equipment and software which will be used to decrease cost, decrease lead and schedule times, and increase the quality of Naval platforms, their weapons systems, and support facilities now and in the future. The specification is also designed to provide a means whereby data can be shared and exchanged between the SYSCOMS. Digital design data from these CAD/CAE systems will be the basis for Computer-aided Acquisition and Logistics Support (CALS) initiatives. 

b. CAD 2 is organized as five separate contracts, each supporting a major functional Navy application that is tailored to serve as a focal point for accomplishing the engineering missions of the respective System Commands (SYSCOMs) and subordinate activities. This Facilities Engineering application contract addresses the technical engineering and technical facilities management functions of the Navy's installations, bases, structures, and facilities. This contract specification has been developed by the Naval Facilities Engineering Command. 


C0.3. NAVFAC ORGANIZATION STRUCTURE AND MISSION

The Naval Facilities Engineering Command (NAVFAC) is the technical administrator of all the Navy and Marine Corps and undersea facilities worldwide. Under the direction of NAVFAC Headquarters, the command is organized into seven geographic regions, each managed by an Engineering Field Division (EFD). These organizations are responsible for all the technical facilities engineering and aggregate facilities management for all Navy installations within their respective regions. There are nine smaller geographic regions with a large concentration of Navy bases and activities, where operation and maintenance activities are managed by Public Works Centers (PWC). The command also has the Civil Engineer Support Office (CESO) that manages the military construction and transportation assets of the Navy, the Navy Energy and Environmental Support Activity (NEESA) that supports Navy energy and environmental programs; and the Naval Civil Engineering Laboratory (NCEL) that conducts a full spectrum of research, development, testing, and evaluation (RDT&E) programs for the Navy, Marine Corps, and others. The bulk of the daily public works facilities management is conducted by approximately 250 Public Works Departments and Staff Civil Engineers which are not organizationally part of the Command, but rely upon the Command for technical guidance and support. Also, there are a number of other offices throughout the Navy and the Marine Corps that perform facilities related work. 


C0.4. USER ORGANIZATIONS
The system will be used in many of the following organizations:

a. Naval Facilities Engineering Command (NAVFAC) Headquarters. This organization is responsible for all facilities matters, but it primarily concentrates on establishing policy and guidance for field activities.

b. Engineering Field Divisions (EFD), of which there are seven, six located in the continental United States. These organizations are the regional facilities managers tasked with planning, design, construction, operation and maintenance responsibilities.

c. Public Works Centers (PWC), of which there are nine, five are located in the continental United States. These organizations are located in regions that have a large number of Navy activities within a close proximity, such as the San Diego, California area. They are responsible for the daily planning and maintenance functions for activities located in their region. 

d. Public Works Departments (PWD), of which there are 155, 116 are located in the continental United States. These organizations are not part of NAVFAC; however, NAVFAC through the regional EFD provides technical guidance and assistance. They are responsible for the daily planning and maintenance functions for their respective activity. Their chain of command coincides with that of the activity to which they are a department. 

e. Staff Civil Engineer (SCE), of which there are 95; 67 are located in the continental United States. These organizations are not part of NAVFAC; however, NAVFAC through the regional EFD provides technical guidance and assistance. They are responsible for facilities matters for Commanding Officers who do not have public works departments in their respective organizations.

f. Officer In Charge of Construction (OICC) are offices that monitor Navy facilities construction contracts.

g. The Civil Engineer Support Office (CESO) maintains the advanced base functional components for the Naval Construction Force.

h. The Naval Energy and Environmental Support Activity (NEESA) monitors the Navy energy and environment programs.

i. The Naval Civil Engineering Laboratory (NCEL) is the NAVFAC research, development, test, and evaluation laboratory.

j. Air Force Civil Engineering offices, of which there are 135; 90 are located in the continental US. They are responsible for daily planning, design and maintenance functions for their respective activity. Military construction for the Air Force is managed by the Naval Facilities Engineering Command or the Army Corps of Engineers, according to geographical location.

k. Army Corps of Engineers, Engineering District and division offices, of which there are 70; 33 are located in the continental U.S. These organizations are the regional managers tasked with planning, design, construction and repair responsibilities.

l. U.S. Coast Guard offices, of which there are 12.


C0.5. FACILITIES ENGINEERING CONCEPTS

The following concepts are provided to help define the environment in which the system will be expected to perform facilities engineering functions. This is not intended to be a complete list. It does, however, present some of the concepts under which the facilities engineering requirements were formulated.

a. FACILITIES ENGINEERING: Facilities engineering encompasses a broad range of functions including: planning; design; construction; operation; maintenance; disaster recovery; military mobilization and readiness; and research, development, testing, and evaluation. Through these functions, the Navy effects its goal to manage its facilities economically and efficiently using a life cycle facility management approach. The applications software that will be procured with this contract is intended to improve productivity and accuracy in the full range of facilities engineering functions.

b. DISCIPLINE APPROACH: The facilities engineering requirements have been organized according to various disciplines of architecture, civil engineering, electrical engineering, mechanical engineering, structural engineering, and mapping, which include facilities master planning, real estate management and natural resources management, and utilities management. This discipline structure has been selected to communicate required features clearly and adequately. In practice we have found that the user will choose the appropriate products required to accomplish a particular facilities engineering activity. Obviously, many of the products will be used in a variety of activities, making information sharing between products of paramount importance. 

c. LIFE CYCLE CONCEPT: The life cycle concept for systems procured under this contract is to provide comprehensive facilities engineering tools to the offices engaged in facilities engineering for the Navy. These tools must be capable of fundamental data exchange within the Navy facilities business activities to accomplish life cycle facilities management. Typically an activity will implement a comprehensive facilities mapping data base that will be the focal point for all graphic data related to a particular Navy installation (the Pearl Harbor Naval Station, for example). A separate data base will also be the focal point of all graphic data related to a particular Navy facility, such as a Bachelor Officers Quarters (BOQ) building. Certain graphics and data items will be required to pass from the facilities data base to the installation (e.g. map) data base and vice versa. 

d. FACILITY DATA BASE CONCEPTS: 

1. The local data base, whether it be for an installation or a facility, is expected to be utilized in a prescribed, logical manner. This logical data base is actually a composite of two: a geometric data base containing graphic data and an associated relational data base containing non-graphic data. These data bases are usually large. Experience indicates that data bases larger than 300 megabytes will not be uncommon. Most often the data base size will be between 70 and 100 megabytes. The desire to have all the pertinent information about an installation or a facility in one logical data base drives the size of the data base. 

2. The facilities engineering activities being performed by the staff are very diverse. More than one person is often required to work on a given facility project. Therefore, specific data base management tools must be available. A data base may reside locally on a workstation, or due to its size, it may be stored on a file server. Subsets of the data may be extracted and communicated to a local workstation via the functional area network. Sometimes the entire data base may be sent to one of the larger workstations, or alternatively the central data base located on the file server may be accessed and manipulated directly from the workstation. This method of operation forces the functional area network to be very responsive and robust. The diversity of operation necessitates a method of database configuration control.

3. Facilities data bases are currently maintained using traditional manual methods. Data integrity is maintained through the limited paper access characteristics common to traditional manual data base techniques. Recent innovations employing small personal computer data base applications have simplified localized procedures, but they have not achieved the desired widespread accessibility and use. A configuration management technology will become essential as the automated data base replaces the manual data base. This technology will permit managers to control database access and modification. However, the control methods, will by necessity, be more sophisticated than that used in the current environment.

e. DESIGN INFORMATION EXCHANGE: 

1. Individual architects, engineers, and planners have small tasks with information required by others working on the facility engineering project. The individual may use the low cost personal workstation offered under this contract, or alternately, one might use an existing Zenith Z248 microcomputer or a compatible with facilities engineering software. These workstations will be used to conduct daily business activities and to design components of various building subsystems. As individual projects mature, the components are communicated and combined into the larger, more complete building subsystems, activity maps, or contract drawings. 

2. A subsystem is usually associated with a given discipline. The structural subsystem, for example, is constructed by a number of architects and engineers, with each being required to complete specific analysis and design activities. The results of these activities are combined to form the entire structural subsystem. During this process, others may desire to be aware of the progress of a particular subsystem. Thus, they must be permitted to view the subsystem so they can make appropriate decisions regarding their own disciplines. Since these intradiscipline activities are performed in the design branch associated with the respective discipline, a subsystem or branch workstation is envisioned. This machine will most likely be located in a common area within the branch, and it will have a more robust configuration than the workstation used by the individual. 

3. The subsystems are combined to complete the entire facility. This step completes the character of the entire facility with all of the pertinent data resident in the facility data base. Interference and coexistence studies are conducted at this point, requiring extensive data manipulation and complex graphic intensive displays. The size of the display device and other hardware resources, plus the requirement to simultaneously involve staff members from various disciplines, may cause this complete facility design workstation to be located in a common area convenient to large numbers of people. This does not preclude locating this device in more intimate areas, where a small group or even a single individual must deal with the full data base and display highly graphic intensive information. 


C0.6. FUNDAMENTAL CONCEPTS
There are three fundamental and interrelated concepts that were used by the authors of the specification to develop a suite of hardware, software, and services to meet the Navy's facilities requirements. These three are architecture, standards, and integration. These concepts are the foundation for this specification. 

a. ARCHITECTURE: 

1. A flexible and open system's architecture has been defined in this specification to meet the Navy's present and future Computer Aided Design/Computer Aided Engineering (CAD/CAE) needs. The architecture requires the use of engineering workstations in an office environment as the primary computational engine. This concept provides the requisite flexibility to move and/or network workstations from one area to another as necessary and eliminates the need for special environmentally controlled computer facilities. 

2. The diversity of the Navy's computing requirements mandates that other special purpose computers, called "servers," be available to meet Navy engineering mission requirements. These servers support data base, communications, storage, and computation intensive applications. Each Navy activity will order CAD/CAE hardware and software specifically for its workload and requirements. The workstations and servers will be connected as needed via a series of small functional area networks (FAN). 

3. Standalone workstations, using a Portable Operating System for Computer Environments (POSIX), comprise the basic computational engine. These workstations will be connected to each other and to appropriate servers, also using POSIX, via a standard communications network and protocol. A window-based graphical user interface, and a common command interpreter will provide a common user interface to reduce the learning curve and increase the productivity of the casual user. 

4. The heart of the CAD/CAE system is the general geometric modeling and graphics applications software, which is required for most CAD/CAE tasks. The workstation and server hardware, using POSIX, the network and communications, the window system, the common command interpreter, the geometric modeling and drafting applications, and the relational database application form the core of the system. Mission specific facility engineering software applications rely on the core's foundation. In this manner many diverse and highly technical engineering applications can operate in the same hardware and software environment which serves the needs of many users solving engineering problems. 

5. The facilities engineering applications software represent a diverse set of CAD/CAE applications. These CAD/CAE applications are available in the CAD/CAE marketplace, but they may not be available on a single workstation platform or from a single source. Therefore, the authors have assumed that the CAD/CAE applications may be independent programs that have been gathered from many sources and placed in a common workstation environment. Flexibility has been provided by requiring a MS-DOS environment (Section C7.13) as part of the POSIX based workstation. It has also been assumed that more than one computer program may be required to satisfy all of the requirements for a specified application software product.

b. STANDARDS: 

1. Standards are an essential element of the system architecture. Four fundamental reasons mandate the use of standards: first, a common user interface is required to minimize the number of operating system and applications software user interfaces; second, geometric and non-geometric data must be interchanged within the Navy and between the Navy, other Government organizations and private industry; third, maximum software portability is required to move Navy developed software to a variety of machines, and to integrate existing Navy software with newly acquired or developed software; and fourth, the modular replacement of obsolete hardware with modern, yet proven, cost effective hardware is required as CAD/CAE technology evolves. The systems acquired under this contract will be significant elements in the transition of the Navy from a paper-based technical information system to a computer-based technical information system. Without standards, this transition would not be economically viable. 

2. Three specific areas of concern will be addressed by the use of standards: first, maintaining a library of Navy software; second, moving data between systems and applications; and third, reducing the operational burden. These three concerns have traditionally been sources of increased operational costs, reduced productivity, and user discouragement. The appropriate standards will be discussed from these three view points. 

3. Maintaining a Navy specific application library will become less costly by using standards such as: POSIX; FORTRAN and C programming languages; Graphical Kernel System (GKS), Programmer's Hierarchial Interactive Graphics System (PHIGS), and Computer Graphics Interface (CGI) graphics subroutine libraries. 

4. Moving data between applications and systems will be facilitated by using standards like: the Initial Graphics Exchange Specification (IGES); the Product Data Exchange Specification (PDES); The Structured Query Language (SQL) and Data Descriptive File (DDF); Computer Graphics Metafile (CGM); POSIX; and Government Open Systems Interconnection Profile (GOSIP). IGES/PDES allows for the transfer of graphics and non-graphics data, SQL and DDF allows data to be transferred maintaining its relational integrity, CGM permits storage and transfer of finished pictures, POSIX permits binary file transfers, and GOSIP permits full communications functionality between all networked devices. The data transfers include those between dissimilar hardware and/or software environments. 

5. Reducing the user's operational burden has an extremely high pay back in productivity and morale. The window based graphical user interface will permit the novice and expert access to the entire system via easy to use graphic and text menus. A common command language is required at the operating system level for those who require features that are not readily available via the menu system. The Structured Query Language (SQL) provides a standard approach to relational information management. 

c. INTEGRATION: 

1. Integration of hardware and software was a paramount issue during the development of this specification. Hardware integration, including communications, seemed to be well addressed in recent technology by the industry. Software, however, has not been clearly integrated across the spectrum of diversified engineering applications. The authors chose to allow the industry freedom to address the hardware and communications issues as long as the specified standards were incorporated in the proposed systems while maintaining the specified performance levels. The software issue was addressed differently. 

2. The integration of application software products has been defined in this specification. Because of the broad range of facilities and functions, the Navy desires a full spectrum system for all required disciplines within the constraints of a competitive cost effective acquisition. This is paramount if the systems of the future are going to continue to have productivity and technology impacts in the engineering business environment.

3. The integration concept used in this specification is designed to permit application software products from various manufacturers to comprise the completed system. The integration definition used in this specification includes the concepts of hardware platform coexistence, data exchange methodology, and user interaction methodology. The concepts discussed here are addressed in more detail in Section C6. 


THIS CONCLUDES THE INTRODUCTORY INFORMATION TO WHICH 
THE OFFEROR IS NOT TO RESPOND.

C1. GOVERNMENT REQUIREMENTS
C1.1. GENERAL
a. The products described by the technical features listed in this specification are essential to accomplishing the Navy's computer-aided design and computer-aided engineering objectives for facilities management. These objectives include:

1. Increasing facilities engineering and management productivity

2. Reducing costs through life cycle facilities management

3. Reducing errors through improved information management.

b. The term product is used to describe a hardware item or component or a software package(s) to be procured under this contract. The term product is also used for a workstation, server or other item to be procured that includes both hardware and software aspects as described in Section C.


C1.2. MINIMUM MANDATORY REQUIREMENTS (MMR)
Certain products are critical to achieving the desired procurement objectives. The critical technical features describing these products have been designated Minimum Mandatory Requirements (MMR). These products and features are listed in Table C1-1. Requirements not listed in Table C1-1 are either Evaluated Optional Products (EOP) or Other Technical Features (OTF).

C1.3. EVALUATED OPTIONAL PRODUCTS (EOP)
Table C1-2 lists the products which may be provided at the Contractors' option.

C1.4. OTHER TECHNICAL FEATURES (OTF)
Other technical features (OTF) are important to achieving the desired procurement objectives. Products having these features demonstrate a higher level of technical excellence compared to products that do not support these features. Experience has demonstrated that products exhibiting the highest level of technical excellence will contribute the most to achieving the procurement objectives. Some OTFs stated herein may exceed the MMRs. For offerors to receive the maximum technical score, all OTF's must be satisfied. All requirements not listed in Table C1-1 and Table C1-2 are OTF's.

C1.5. EQUIPMENT CONDITION
All equipment delivered under this contract shall be new and unused or warranted as new, and delivered with the latest OEM engineering changes.

C1.6. INCORPORATION OF TECHNICAL PROPOSAL EVALUATION SHEETS
The Government's evaluation copy of the Technical Proposal Evaluation Sheets (TPES), as amended by the Contractor, are hereby incorporated by reference into this contract to the extent described in Clause H11 "Contractor's Commitments, Warranties, and Representations". The TPES, as amended and modified, takes precedence over Section C to the extent that the TPES is incorporated by reference under Clause H11.

As described in Attachment 14, the following instructions were provided to the Contractor for the use of "1", "0", and "E" in the TPES. Those instructions were as shown below:

"1"
In the "Offered" column, the Offeror shall indicate 

        on the first line of the requirement with a "1" (one)

        that its proposed product complies with the requirement.

"0"     In the "Offered" column, the Offeror shall indicate

        on the first line of the requirement with a "0" (zero)

        if its product does not meet the requirement or if the

        requirement is not offered.  

"E"     If the Offeror takes exception to a Government     

        requirement, the Offeror shall place an "E" in the

        "Offered" column and use the continuation sheet to

        document the exception and the reason for the 

        exception.  To document the exception, the Offeror

        shall complete the "Offeror's Name," "Product 

        Description" and "Product No." blocks on a

        continuation sheet.  The Offeror shall specify the

        TPES page number and the specification paragraph

        number where the exception was taken.   

For those areas which have been proposed as "1" or an "E" and scored as "0", the Contractor will not be obligated to perform.


